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Abstract

In this report, we present our winning solution to the Gem-
Bench Challenge at the CVPR 2025 Workshop GRAIL. Gen-
eralization remains a fundamental challenge in robotic ma-
nipulation, referring to the ability to perform manipulation
tasks involving novel objects in previously unseen scenar-
ios. Existing approaches often follow a planning-grounding-
motion pipeline, where a language model decomposes high-
level instructions, a vision-language model grounds the tar-
get objects, and a motion model executes the corresponding
actions. However, a critical bottleneck in this pipeline lies in
the mismatch between object grounding and motion control.
Inaccurate grounding often results in partial or imprecise
object representations, which ultimately degrades manipula-
tion performance. To address this issue, we propose GRASP
(Generalization and Robustness across Appearance and Se-
mantic Perturbations), an enhanced planning-grounding-
motion pipeline that improves manipulation performance
under visual and semantic variability. Specifically, GRASP
enhances robustness to partial observations via random view
dropout and promotes generalization across diverse object
appearances through re-coloring augmentation, a multi-view
transformer, and a semantic-aware encoder. Our approach
achieved 1st place in the GemBench 2025 Challenge, out-
performing the previous state-of-the-art methods by 5.9% in
average success rate in the public test set.

1. Introduction

Generalizable vision-language robotic manipulation rea-
mains a highly challenging task, as it requires language-
conditioned policies to handle out-of-distribution scenarios,
such as unseen object colors or novel objects. To thoroughly
evaluate a model’s generalization ability, the GRAIL Gem-
Bench Challenge [6] evaluates this across four difficulty
levels: novel placements (Level 1), novel rigid objects(Level
2), novel articulated objects (Level 3), and long-horizon
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Figure 1. Our approach mainly focuses on two types of generaliza-
tion: the robustness to partial observations, and the generalization
across object color, size and semantics.

tasks (Level 4). The benchmark includes 16 training tasks
(31 variations) and 44 testing tasks (92 variations), with 100
trajectory demonstrations per variation for training. Each
variation presents a different configuration of the same task,
differing in aspects such as object colors, positions, or orien-
tations. The challenge provides two methods [6] as the base-
line: i) 3D-LOTUS, which is a vision-language-action model
that directly predict gripper action from visual and language
inputs in an end-to-end manner, and ii) 3D-LOTUS++, an
enhanced version that leverages a large language model [10]
for task planning and vision-language models [18, 22] for
object grounding, combined with the afore-mentioned mo-



tion model in a three-step pipeline, significantly improving
generalization in novel scenarios.

Although the grounding model [22] used in the pipeline
baseline is capable of grounding unseen objects in novel sce-
narios, it often suffers from reduced accuracy in these cases.
In addition, the motion model is trained with complete and
accurate information about the target object, which becomes
unavailable during inference due to inaccuracies in object
grounding. In novel scenarios, inaccurate object grounding
often results in partial observations—e.g., only the cup body
of a cup—being fed to the motion model, which degrades the
overall pipeline performance. Considering this, we employ a
random view dropout mechanism during motion model train-
ing, enabling our model to adapt well to partial observations.

To further enhance generalization across variations in
object color, size, and semantics—another key factor that
causes failures when the motion model struggles to general-
ize to unseen objects-we introduce three key improvements
to our pipeline: a re-coloring strategy, a two-stage multi-view
transformer, and a semantic-aware vision encoder. As illus-
trated in Figure 1, these components work synergistically
to address both partial observations and variations in ob-
ject attributes. Our approach, GRASP (Generalization and
Robustness across Appearance and Semantic Perturbations),
demonstrates strong performance gains, achieving an aver-
age successful rate improvement of 5.9% across all evalua-
tion levels, with particularly significant improvements in lev-
els including novel placements(L1), novel rigid objects(L2)
and long-horizon tasks(L4).

2. Related Work
Vision-language robotic manipulation presents a signifi-
cant challenge, requiring systems to determine appropriate
robotic actions based on visual observations and natural
language instructions. While several simulators and bench-
marks [7, 15, 16, 21, 23, 30] have been developed to support
this research area, RL-Bench [15] has emerged as the most
widely adopted platform. The ability to generalize is par-
ticularly crucial in this domain, as policies must maintain
robustness when deployed in environments that differ from
their training conditions.

GemBench [6], built upon RL-Bench, specifically fo-
cuses on evaluating the generalization capabilities of vision-
language manipulation policies. This benchmark features
seven fundamental manipulation primitives and comprises
16 training tasks (with 31 variations) for policy deployment.
For evaluation, it offers 44 test tasks (with 92 variations)
organized into four progressively challenge levels: i) novel
placements; ii) novel rigid objects varying in shape and color;
iii novel articulated objects differing in instances, categories,
and action parts; and iv) long-horizon tasks requiring ex-
tended multi-step planning and execution. This structure
establishes GemBench as a comprehensive and fine-grained

benchmark for assessing generalization in robotic manipula-
tion systems.

Recent advances in generalizable vision-language robotic
manipulation have introduced several promising approaches.
With the impressive generalization capabilities demonstrated
by foundation models [1, 3, 19, 24, 28], a growing number
of works in robotic manipulation have incorporated them
to enhance generalization, particularly in the domains of
planning and object grounding [26]. [13] leverages large
language models (LLMs) to decompose high-level tasks into
actionable substeps. SayCan [2] further grounds these plans
in the physical world by combining LLMs with the value
functions of pre-trained skills. ViLa [12] integrates multi-
modal capabilities by using GPT-4V in place of standard
language models, while CaP [20] prompts LLMs to generate
executable code that invokes perception and control APIs.
VoxPoser [14] proposes using LLMs to generate rich 3D
voxel representations to generate execution trajectories. [29]
integrates language-reasoning segmentation masks generated
by foundation models into end-to-end policy models. Foun-
dationGrasp [27] utilizes foundation models to learn gen-
eralizable task-oriented grasping skills by leveraging open-
ended knowledge. The GemBench benchmark proposes
3D-LOTUS [6], a motion policy that processes point cloud
representations to generate actions from visual observations
and language instructions. Its successor, 3D-LOTUS++, en-
hances this approach through a modular pipeline integrating
large language models for task planning and vision-language
models for object grounding, significantly improving gen-
eralization across novel tasks, objects, and environments.
Parallel developments include RVT [8], which employs a
multi-view transformer with attention mechanisms to aggre-
gate visual information from multiple viewpoints. This was
further refined in RVT-2 [9] through a two-stage mechanism
incorporating zoom-in views for enhanced spatial precision
in fine-grained robotic manipulation. Another notable ap-
proach, SAM2Act [5], demonstrates the effectiveness of
semantic segmentation models for robotic manipulation.

Inspired by these advances, our method adopts a pipeline
architecture similar to 3D-LOTUS++ while introducing three
key innovations: i) a random view dropout strategy to bridge
the gap between object grounding and motion control, ii)
a re-coloring module for color variation handling, and iii)
an enhanced vision encoder combining a two-stage multi-
view transformer with semantic segmentation capabilities.
These components collectively address challenges in object
grounding and motion control while improving generaliza-
tion across variations in object attributes like color, size, and
semantics.
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Figure 2. Illustration of our pipeline GRASP. Similar to 3D-LOTUS, it includes three steps: task planning, object grounding, and motion
control.

3. GRASP

3.1. Overview

As illustrated in Figure 2, the pipeline of our method
GRASPfollows a similar structure introduced by 3D-
LOTUS++ [6], which finish a robotic tasks via three ma-
jor steps: LLM Planning, Object Grounding, and Motion
Control.
LLM Planning. This step is achieved based on a Large
Language Model (LLM) [10], using a natural language in-
struction as input. The LLM decomposes the instruction into
a sequence of sub-tasks each paired with the target object it
operates on by selecting from a predefined set of actions.
Object Grounding. This step involves using a Vision-
Language Model (VLM) to perform segmentation on RGB
observations from four distinct viewpoints (global, left,
right, and wrist) and merges the data across views to gen-
erate object-centric representations for target object match-
ing. Specifically, We first use the object detection model
Owlv2 [22] on four depth views to obtain candidate bound-
ing boxes, along with CLIP-aligned embeddings for each
detected object. For each bounding box, we extract the cor-
responding point cloud in world coordinates using depth
information. We then merge identical objects across differ-
ent views by computing the chamfer distance between point
clouds and the cosine similarity between semantic embed-
dings. Two candidates are merged if both metrics fall below
predefined thresholds. Finally, we encode the referenced
object in the instruction using the CLIP text encoder and
select the most similar object in the merged object set as the
target object based on cosine similarity.
Motion Control. The final step involves a motion model that
takes as input the LLM-predicted action and the target object
point cloud grounded by the VLM. Using this information,
the model predicts the appropriate gripper state, including

Table 1. The success rates of different pipeline components are
compared when using either ground truth (GT) information or
predictions from LLMs/VLMs [6]. Here, GT indicates the use of
ground truth information, and LLM or VLM refers to predictions
generated by large language models (LLMs) or vision-language
models (VLMs).

task plan object ground L1 L2 L3 L4

GT GT 92.6 80.1 47.8 31.5
GT VLM 71.0 66.3 46.0 19.4

LLM VLM 68.7 64.5 41.5 17.4

position, rotation, and openness.
Next, we detail two challenges during this competition

along with our corresponding solutions.

3.2. Key Challenge I: Generalization to Partial Ob-
servations

As shown in Table 1, the 3D-LOTUS++ [6] pipeline achieves
significantly better performance when ground truth object
grounding information is provided, compared to cases where
such information is unavailable. Our analysis reveals that
this performance gap stems from errors in the object ground-
ing process during inference. Specifically, the grounding
model may fail to associate the same object across different
views, wrongly treating them as distinct instances. Conse-
quently, the motion model receives incomplete object in-
formation, despite being trained on complete object data.
This discrepancy between the training conditions and the
inference-time inputs explains the motion model’s lack of
robustness to incomplete object representations.

We identify this discrepancy as the key factor limiting the
pipeline’s performance. To address this issue, we introduce a
random view dropout training strategy for the motion model.
During training, after generating the object-centric 3D point



representation from the grounding module, we randomly dis-
card part of the object-centric point cloud, either by dropping
points from randomly selected views or by applying a proba-
bilistic dropout across all points. This approach emulates the
partial and noisy observations encountered during inference,
thereby improving the motion model’s robustness to incom-
plete object representations. Experimental results confirm
that our method significantly enhances the model’s ability
to generalize to partial observations, leading to significant
performance gains across the pipeline.

3.3. Key Challenge II: Generalization to Diverse
Color, Size, Semantics

To improve the pipeline’s robustness to variations in object
color, size, and semantics, we implement three key strategies:
Re-coloring. We introduce this strategy during both training
and inference by adopting color assignments as follows:
the object to be manipulated is colored blue, and the target
object is colored yellow. In addition, the robotic arm is
colored red and obstacles are colored gray. This enforced
color scheme reduces appearance-based biases, directing the
model’s attention to object functionality rather than visual
attributes.
Two-stage Multi-view Transformer. Our motion model,
SAM2Act [5], utilizes a two-stage multi-view transformer
same as RVT-2 [9]. This model consists of two stages: a
coarse-grained stage and a fine-grained stage. The multi-
view transformer processes input from multiple virtual views
to predict the gripper’s actions with increasing levels of de-
tail, improving both accuracy and robustness across different
object sizes and orientations.
Semantic-aware Vision Encoder. Our motion model [5]
incorporates the semantic segmentation vision encoder from
SAM2 [25] to extract high-quality visual features. Specifi-
cally, the object-centric point cloud are first rendered into vir-
tual images from multiple viewpoints. These rendered views
are then encoded using the vision encoder of SAM2 [25]
to obtain semantic-aware visual features, which serve as in-
put to the two-stage multi-view transformer. This design
enhances the model’s ability to understand object semantics
and spatial configurations.

4. Experiment

4.1. Submission Results
We submitted five runs to the GemBench benchmark, with
Table 2 comparing our best-performing run against pre-
vious state-of-the-art approaches. Our method demon-
strates superior performance over both end-to-end meth-
ods [4–6, 9, 11, 17] and the modular baselines like 3D-
LOTUS++ [6]. These results confirm that our proposed
strategies effectively address two critical challenges: i) ro-
bust generalization to partial observations and ii) adaptation

Table 2. Comparison of our approach with previous works, includ-
ing modular pipelines 3D-Lotus++ and vision-language manipula-
tion policies. For SAM2Act [5], we evaluate performance using
subtasks derived from ground truth planning as direct input to the
motion model, bypassing the object grounding stage.

Method L1 L2 L3 L4 Avg.

Hiveformer [11] 60.3 26.1 35.1 0.0 30.4
PolarNet [4] 77.7 37.1 38.5 0.1 38.4

SAM2Act [5] 83.5 48.2 37.1 0.9 42.4
3D diffuser actor [17] 91.9 43.4 37.0 0.0 43.1

RVT-2 [9] 89.1 51.0 36.0 0.0 44.0
3D-LOTUS [6] 94.3 49.9 38.1 0.3 45.7

3D-LOTUS++ [6] 68.7 64.5 41.5 17.4 48.0

Ours 76.5 78.3 31.9 29.0 53.9

Table 3. Evaluation results of all runs on the public test set of
GemBench[6]. Grayed-out numbers represent baseline results re-
ported in [6].

Motion Model L1 L2 L3 L4 Avg.

3D-LOTUS [6] 94.3 49.9 38.1 0.3 45.7
3D-LOUTS++ [6] 68.7 64.5 41.5 17.4 48.0

GRASP(run1) 78.9 73.3 39.1 17.0 52.1
GRASP(run2) 76.2 71.9 42.5 14.3 51.2
GRASP(run3) 82.3 64.1 45.6 9.4 50.4
GRASP(run4) 72.2 67.6 36.4 20.5 49.2
GRASP(run5) 76.5 78.3 31.9 29.0 53.9

Table 4. Evaluation results of all runs on the private test set of
GemBench[6].

Motion Model L2 L3 L4 Avg.

3D-LOTUS [6] 13.0 52.2 0.0 21.7
3D-LOUTS++ [6] 58.0 41.1 17.2 38.8

GRASP(run1) 63.3 55.6 20.0 46.3
GRASP(run2) 63.0 56.1 15.0 44.7
GRASP(run3) 42.0 50.6 15.0 35.9
GRASP(run4) 62.3 55.6 16.1 44.7
GRASP(run5) 59.3 45.6 10.9 38.6

to variations in object color, size, and semantics.
Table 3 and Table 4 show our submitted results on the pub-

lic and private test sets, respectively. We consider two motion
models in our pipeline: 3D-LOTUS [6] and SAM2Act [5].
3D-LOTUS is a 3D transformer-based motion model, and
we evaluate it under four training variations(run1-4) as fol-
lows: In the view dropout (run1) setting, we remove points
from a random subset of input views during training. In the
view dropout + RGB input (run2) setting, we additionally
concatenate visual features extracted from the view image
as input to the motion model. In the view dropout + ob-
ject names (run3) variation, we further append the object
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Figure 3. Qualitative comparisons on three challenging cases, where our approach demonstrates improved generalization compared to
3D-LOTUS++.

Table 5. Ablation study of “using the motion model alone” (with
ground truth plans as input) vs. “using the full pipeline with differ-
ent strategies”. Here, RC refers to re-coloring and RVD refers to
random view dropout.

RC RVD L1 L2 L3 L4 Avg.

✗ ✗ 83.5 48.2 37.1 0.9 42.4
✓ ✗ 75.0 66.2 34.0 21.3 50.7
✓ ✓ 76.5 78.3 31.9 29.0 53.9

name predicted by the LLM as a textual input. All three set-
tings aim to enhance the model’s robustness to missing view
information by leveraging auxiliary modalities. In the ran-
dom point dropout (run4) setting, instead of dropping entire
views, we randomly remove individual points across the full
point cloud with a fixed probability, simulating more diverse
patterns of partial observations. SAM2Act [5] is a two-stage
multi-view transformer enhanced with a semantic segmen-
tation vision encoder. For this model, we apply both the
random view dropout strategy and the re-coloring strategy to
improve robustness and generalization (run5). Notably, all
variants outperform the 3D-LOTUS++ baseline in the public
test set, validating our methodological improvements.

4.2. Ablation Study

We conduct an ablation study with SAM2Act baseline [5] as
shown in Table 5. Specifically, we compare SAM2Act [5]
using ground truth task plans as step-by-step textual in-
puts against our three-step pipeline setup. For the pipeline,
we compare the same configuration as 3D-LOTUS++ [6]
only replacing the motion model with SAM2Act with
pipeline equipped with our proposed generalization strate-
gies—random view dropout and re-coloring—applied dur-
ing training. The results show a significant performance
improvement, confirming that our proposed methods effec-
tively enhance both generalization capability and robustness.

4.3. Qualitative Analysis

Figure 3 provides a qualitative comparison between our
method and 3D-LOTUS++ across challenging scenarios. For
example, our approach demonstrates better generalization by
successfully handling: i) grasping a moon-shaped cube, ii)
precisely placing a cube into the correct layer, and iii) manip-
ulating a non-standard grocery item. These results not only
showcase our method’s robustness with novel object shapes
and complex tasks, but also correlate with the quantitative
improvements in task successful rates.

5. Conclusion

In the GemBench Challenge, we tackle two key generaliza-
tion issues: i) robustness to partial observations and ii) adap-
tion to variations in object color, size, and semantics. Our
solution integrates three innovations: a random view dropout
training strategy, a standardized re-coloring approach, and a
unified three-step pipeline featuring a two-stage multi-view
transformer as motion model, and a semantic-aware vision
encoder. This integrated approach achieved state-of-the-art
performance on the benchmark. Looking ahead, we plan to
optimize inference efficiency and enhance robustness in dy-
namic real-world scenarios to enable practical deployment.
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